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ABSTRACT: Software maintainability is the extent to which a software can be understood, enhanced, or 
modified to adapt the present environment. It is an important quality measure according to ISO standards. It 

has been a major concern from decades and even in present times. Object-Oriented methodologies are used 

to develop several open-source software. Various researchers have employed statistical techniques on 

metric data excerpted from software to assess software quality. Various researchers have employed machine 

learning algorithms for fault prediction, reliability prediction, threshold estimation, but assessing software 

maintainability is still a great challenge now days. Machine learning algorithms can be explored to assess 

software maintainability. The contribution of the present work is to use machine learning algorithms for 

estimating software maintainability. In the present work machine learning algorithms are used for assessing 

the maintainability of an open-source software. The present work also emphasizes upon the relationships 

amongst different maintainability metrics. 

Keywords: Object-Oriented methodologies, ISO, Machine learning, Open- Source Software, Maintainability, Design 

metrics. 

I. INTRODUCTION 

The ISO standards suggest software quality    using 
eight features. One of the vital measures for assessing 
a software is software quality. According to ISO 
standards software maintainability is one of the most 
important quality features since decades. Object-
oriented methodologies are used for creating various 
open-source software today. Therefore, in order to 
assess the quality of any open-source software, it is 
necessary to assess the maintainability of open-source 
software. When software applications are designed, the 
design metrics are attained. Design metrics can be 
employed as essential indicators to assess software 
maintainability [12]. Machine learning is a field of 
artificial intelligence [22]. Software applications improve 
themselves through experience using machine learning 
algorithms. Machine learning emphasizes on 
developing predictive models [18, 19]. These predictive 
models are used for training various software 
applications. Machine learning suit symbolize a set of 
application software that learn from a specified set of 
data and attain predictions on the novel dataset based 
upon its learning experience [20, 21]. Machine learning 
algorithms are trained with the help of an example 
dataset in order to make predictions on novel datasets 
[23]. Various categories of machine learning algorithms 
have achieved greater influence for example 
supervised learning, reinforcement learning, 
unsupervised learning, semi-supervised learning 
algorithms etc. 
Machine learning algorithms are used on various 
diverse software applications for quality assessment 
[13,14]. Earlier various metrics were observed for 
different software applications for building predictive 
models. Different software metrics have also attained 
greater influence in maintainability prediction [9, 15, 16]. 
Various research works have also been conducted 
employing some design metrics from various suites. 

Software maintainability was also observed for entire 
software using entire metric suite [16]. Some of the 
well-known Object-Oriented metric suites are the 
MOOD suite, CK suite, and the Martin suite. In the 
present work, complete metric suite that is Martin suite 
of metrics is excerpted from a famous open-source 
charting application j free chart employing the J Depend 
tool [9]. Machine learning algorithms were then 
employed on the excerpted dataset. The present work 
establishes the relationships amongst design metrics 
recommended by Martin [8] and maintainability. 
The present work is organized as follows. The related 
work is presented in Section II. The methodology used 
is described in Section III. Section IV presents results 
and discussions. Section V presents the conclusions 
drawn.  

II. RELATED WORK 

It was proposed that different metrics can be used as 
important measures for predicting maintainability [2]. 
The Maintainability Index (MI) is a software metric 
which evaluates the maintainability of a software code 
[17]. MI is a code metric exercised to assess the 
maintainability of a software application [2]. Various 
research works in the past used MI metrics and had 
attained significant attention [3]. The usage of MI metric 
was also validated in various research works [10]. The 
MI metric can be employed to verify the maintainability 
of existing code and was subsequently adapted to 
Object-Oriented paradigm also but with some 
restrictions [2]. The MI metric was validated and it was 
used practically in determining the maintainability of a 
software application [1]. It was also suggested that MI 
can be used to assess the quality of any source code. 
Machine learning predictive models were developed 
using design metrics and has attained great importance 
because of the benefits it offers. The designers can 
suggest changes in software design or code using 
machine learning predictive models and improve the 
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software maintainability of their software applications 
[2]. The relationships amongst various metrics and 
software maintainability were assessed in [2]. It was 
observed that various size metrics have great impacton 
software maintainability [2]. Machine learning neural 
network algorithm was applied for approximating 
software quality using Object-Oriented metrics [4]. 
Modelling technique was suggested to develop 
maintainability prediction models employing various 
metrics excerpted from different software applications 
[5]. Artificial Neural Network algorithm was exercised 
for predicting maintainability using Object-Oriented 
metrics [6]. The use of different metrics for 
maintainability assessment using statistical methods 
was examined in literature [1, 2, 3]. A comparative 
analysis was conducted amongst three metric suites for 
fault prediction in Object-Oriented systems [11]. It was 
observed that the prediction models designed 
exercising the Martin suite were more correct as 
compared to models designed employing the CK and 
MOOD suites. But none of the above research works 
have exercised machine learning algorithms for 
assessing software maintainability. Hence the present 
work examines an open-source software jfreechart for 
software quality / maintainability assessment using 
machine learning algorithms. 

III. METHODOLOGY USED 

In the present work maintainability aspect is analyzed 
for jfreechart. It is a famous charting software popular 
amongst the software fraternity. The major focus of the 
present work is to examine an open-source java-based 
software that has grown with multiple versions [7]. This 
present work estimates the maintainability of an open-
source software with the Maintainability Index (MI) 
metric [2]. MI is basically a source code metric which is 
exercised to assess the maintainability of a software [2]. 
In the present work the Martin metrics are considered 
as independent variables.  

Machine learning algorithms are useful in predicting the 
maintainability of a software application. In the present 
work, the machine learning algorithms Linear 
Regression and Gradient Boosting Regression are 
used for assessing the maintainability. The 
methodology used in the present work is shown in 
steps below -  

• Select Linear Regression algorithm for 
maintainability assessment. 

• Input Independent variable Xis and evaluate 
respective Yi. 

• In case of large errors use Gradient Boosting 
Regression algorithm to reduce the errors.  

IV. RESULTS AND DISCUSSIONS 

The MI values attained from different jfreechart versions 
had very indigent MI. In the present work various 
design metrics like concrete classes, abstract classes, 
afferent coupling, efferent coupling, abstractness, 
instability, distance and MI are examined for fifty 
jfreechart versions. It is an important observation that 
most of the jfreechart versions have less MI. It is also 
observed that MI decreases continuously from the first 
version till the last version. 

 

A. Linear Regression 
It is a linear model which assumes linear relationship 
amongst the input variables (X) and the single output 
variable (Y).The algorithm predicts a dependent 
variable value (Y) based upon independent variable(s) 
X. In other words, Y can be evaluated from a linear 
grouping of the input variables (X).When there exists 
only one input variable (X), the technique is termed as 
simple linear regression. When there exist numerous 
input variables, the method is termed as multiple linear 
regression. Various methods can be exercised to train 
or prepare the linear regression equation from data, the 
most common of which is called Ordinary Least 
Squares. 
Fig. 1 shows simple graph between MI and 
Independent factor. The results obtained after applying 
the Linear Regression algorithm are shown in Fig. 1. 
The results in Fig. 1 are scattered that means the 
regression curve doesn’t form a straight line which 
advocates that the model has many errors. Some 
goodness of fit test is conducted to zero-in upon the 
errors in the numerically quantified form. The Mean 
Squared Error(MSE) is observed as 5.09 and the Root 
Mean Squared Error (RMSE) value observed is 2.17. 
These values reflect the fact that there are many errors 
in the Linear Regression model.  
 

 

Fig. 1. Linear Regression Curve. 

B. Gradient Boosting Regression Algorithm 
Gradient Boosting Regression is one of the famous 
methods exercised with predictive algorithms. It is an 
effective algorithm which changes a comparatively 
unfortunate hypotheses problem into a very virtuous 
hypothesis. Back propagation algorithm is used to 
approximate or lessen errors. In the present work, this 
optimization algorithm was exercised to lessen the 
errors attained from Linear Regression model. After 
applying this algorithm, errors were lessened to a 
greater extent. The Mean Squared Error (MSE) 
observed was 2.30 and the Root Mean Squared Error 
(RMSE) value observed was 1.10. So, the errors 
attained using this model were significantly less as 
compared to the Linear Regression model. 
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Fig. 2. After applying Gradient Boosting Regression. 

In order to minimize the errors generated from 
Linear Regression, Gradient Descent Boosting 
algorithm is applied. It is clear from Fig. 2 that 
leaving two cases (slightly deviated from the straight 
line), a significant model is generated that implies 
the errors are minimized to a greater extent. The 
MSE attained now is 2.36 and the RMSE 
valueis1.12.The errors attained using Gradient 
Descent Boosting model are certainly less as 
compared to the Linear Regression model (Fig. 1). 

V. CONCLUSIONS 

Software quality assessment for maintainability feature 
was conducted using machine learning algorithms viz. 
Linear Regression, Gradient Descent Boosting. The 
work was conducted for assessing maintainability for 
open-source software. The results showed that many 
errors existed in Linear Regression model. The errors 
were significantly reduced after applying Gradient 
Boosting Regression model. Hence the future scope of 
the work could be exploring machine learning 
algorithms for assessing other software quality 
measures such as  portability, scalability, usability, 
flexibility and much more. 
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